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“In celebrating its 20th anniversary the IWF’s 
mission is as important as ever in delivering a real 
world impact against those making and sharing 
images showing the sexual abuse  
of children.

“It’s a sobering fact that every nine minutes, in the 
course of their work, the IWF’s analysts encounter 
a webpage which shows children being sexually 
abused. A huge debt of gratitude is owed to 
these committed individuals who carry out this 
unenviable task. The IWF brings together law 
enforcement and industry to facilitate the removal 

Every five minutes we assess a webpage. 

Every nine minutes that webpage shows a 
child being sexually abused. 

The IWF Annual Report is designed to be a 
reference tool to help inform, educate and 
encourage global action against online child 
sexual abuse imagery. This is our record of 
2016. We are proud of our work.

of webpages containing child sexual abuse 
imagery and this work continues to have a real 
effect in stopping the re-victimisation of those 
who have been abused.

“This is a global crime which requires a global 
response and the IWF has been at the centre 
of a ground-breaking piece of work providing 
industry with hashes – digital fingerprints - of 
known abuse images which originate from UK 
law enforcement’s Child Abuse Image Database 
(CAID).  So far, around 35,000 hashes have been 
shared leading to webpages containing child 
sexual abuse imagery being blocked  
or removed.

“The IWF is a critical player in the WePROTECT 
Global Alliance to end child sexual exploitation 
online.  I think we can all be proud that other 
countries look to the IWF as a model of good 
practice for their own reporting hotlines.”

Home Secretary, The Rt Hon Amber Rudd MP



We are the global experts at 
tackling child sexual abuse 
images on the internet, wherever 
they’re hosted in the world. We 
offer a safe and anonymous 
place for anyone to report these 
images and videos to us.

The children in these horrific 
pictures and videos are real. 
Knowing their suffering has been 
captured and shared online can 
haunt a victim for life. Eliminating 
these images is our vision.

Internet companies are being 
asked  to demonstrate their 
leadership by  creating a safer 
online world. Our  Members fund 
our work and use our  unique 
services to make sure their 
 networks are safe. By working 
hand  in hand with us, they make 
it harder  for criminals to share, 
host, and sell  images of children 
being sexually abused. They 
show the world how  they do the 
right thing. 

Do the right thing – report online child sexual 
abuse imagery to www.iwf.org.uk 

Through the support of our 
Members, who are international 
internet companies, our 
collaboration with 51 hotlines 
in 45 countries, and law 
enforcement partners globally, 
we excel in finding and removing 
these images. 

IWF – the global experts
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Mark was sexually abused by his stepfather 
when he was still in primary school. He’s grown 
up now. He has a family of his own. But images 
of his sexual abuse are still shared online. 

Mark says: “The physical side of the crime is 
horrible, but it’s the mental side of things that’s 
so difficult to deal with. I think that’s why  suicide 
rates in victims are so high – they just  
can’t cope.

“Even today, my worst fear is that my kids will 
see those images. I can’t get rid of that feeling

“I think it’s really important that victims know 
that IWF is out there,  fighting the battle for them. 
This gives them peace of mind. Then something 
can be done, the images can be taken down. 
That’s so important.”

Mark’s experience



Our Annual Report gives the latest data on 
what’s happening globally to  tackle child 
sexual abuse images and videos online. We 
encourage anyone  working in this area to use 
our statistics to help inform their  
valuable work.

Our analysts work hard to identify and remove 
as many webpages showing  the sexual abuse of 
children as possible. You can read about how we 
look  after these real-life superheroes. They’re 
highly trained and excel at what  they do, but this 
isn’t possible without the support, funding, and 

Welcome from Susie
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generous  technological contributions from  
our membership. 

2016 marks the truly global launch of the IWF 
brand. Our headquarters is in Cambridge, UK, 
with IWF reporting portals based in  
16 countries.
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Every five minutes an analyst assesses a 
 webpage. Every nine minutes that webpage 
 shows a child being sexually abused.

For many years, we’ve seen the majority of 
child sexual abuse images and videos hosted 
in North America. It has now shifted to Europe, 
specifically the Netherlands.

We’ve also seen criminals increasingly using 
masking techniques to hide child sexual abuse 
images and videos on the internet and leaving 
clues to paedophiles so they can find it. We’ve 
seen a 112% increase in this technique.  We 
teach others working in this space, such as 
our colleagues in the Cayman Islands, how to 
investigate this with great success. 

As new website domains were released into 
the market place, we’ve seen many being 
purchased and abused to show children being 
sexually abused – a 258% increase in fact.

So what are the key 
trends from 2016? 

5
minutes

9
minutes 112% 

masking techniques

258% 
new names abused



Welcome from Susie 6

Finally, in 2016, we’ve worked to remove 57,335 
webpages containing child sexual abuse images 
or videos. This is less than we saw in 2015, but 
this doesn’t mean the problem is going away. 
The amount of imagery we’ve seen has 
actually increased as we’re reviewing more 
individual images than ever before while we 
build our Image Hash List.  This is a list of digital 
fingerprints of images of children being sexually 
abused. This is an additional strand of work for 
our analysts. 

In total for 2016, our analysts assessed 293,818 
individual images to create 122,972 quality-
assessed unique hashes for our list. Our Image 
Hash List grows daily and we ended the year on 
a high when it won the CloudHosting Awards 
Innovation of the Year 2016.

Susie Hargreaves
IWF CEO

So what are the key 
trends from 2016? 

57,335
webpages

122,972
unique hashes

2016
CloudHosting Award



Our Annual Report gives the latest data on 
what’s happening globally to tackle child 
sexual abuse images and videos online. We 
encourage anyone working in this area to use 
our statistics to help inform their 
valuable work.

Statistics and trends 2016 

People report to us at iwf.org.uk, or through 
one of the 16 portals around the world. All 
reports come to our headquarters in the UK. 
If we identify child sexual abuse, we assess 
the severity of the abuse, the age of the child/
children and the location of the files.

We actively search the open internet for child 
sexual abuse images and videos using a 
combination of our expert analysts’ skills and 
bespoke webcrawlers. We also take reports 
from the public. We like to show which reports 
we actively searched vs received through our 
website or portals.

105,420 reports were processed by IWF 
analysts in 2016, down 7% from 2015. The vast 
majority were from webpages. 56% contained 
criminal content covering all three areas of our 
wider remit.

Please be aware that not all reports processed 
are found to contain criminal imagery with  
our remit.

Statistics and trends 2016

Reports

Total numbers of 
reports processed

Public report vs active 
searching – what’s the 
difference?
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455 newsgroups were confirmed as containing 
child sexual abuse imagery.

• In 2016, 4,031 reports of alleged criminally 
obscene adult content were made to us. Almost 
all were not hosted in the UK, so they weren’t in 
 our remit.

• 1 URL depicted criminally obscene adult 
content hosted in the UK received from a  
public source.

• 1 URL depicted non-photographic child sexual 
abuse imagery hosted in the UK received from a 
public source.

Wider remit work

Child sexual abuse 
imagery on newsgroups

57,335 URLs were confirmed as containing 
child sexual abuse imagery, having links to the 
imagery, or advertising it. 

Child sexual abuse 
imagery on URLs 

55,738 public reports were taken by our Hotline, 
where the person thought they were reporting 
child sexual abuse imagery. This includes public 
reports from all external sources, which includes 
law enforcement, Members, professionals 
and the public. 28% of these reports correctly 
identified child sexual abuse images. This figure 
includes newsgroups and duplicate reports, 
where several reports have correctly identified 
the same child sexual abuse website. 

Public report accuracy

8Statistics and trends 2016 



53% of children were assessed as aged 10 
or under. This is consistent with the trend 
identified in 2015 which indicated a decrease in 
younger children being depicted in child sexual 
abuse imagery assessed by our analysts.

In 2016 we saw a further overall drop in the 
percentage of children we assessed as being 
aged 10 or younger. In 2013 and 2014, this 
figure was fairly consistent at around 80%. In 
2015, the figure was 69%. We’ve also seen an 
increase in reports of children we’ve assessed 
as 11 to 15. 

We think there are two reasons why we’ve seen 
more images of 11 to 15 year olds, than children 
aged 10 and under. 

1. We increasingly see what’s termed “self-
produced” content created using webcams 
and then shared online. This can have serious 
repercussions for young people and we take 
this trend very seriously. We’ve looked into 
this before, and will be launching a new report 
focusing on online child sexual abuse imagery 
captured from webcams later in 2017.

2. By analysing our data further, we know that 
the public are more likely to report images of 
children aged 10 and younger, and whose abuse 
is of a more severe level. However, our actively 
searched-for images total a larger number 
than public reports. With more analysts and 
the ability to actively search for content (since 
2014), if we encounter a forum with thousands 
of images of child sexual abuse, we will not only 
work to remove that forum, but also now capture 
the URLs of every image on there (which might 
be pulled from another site) and follow up to 
remove each and every image hosted on other 
sites as well. This technique appears to mean 
we more commonly encounter more images of 
11 to 15 year olds. 

All child sexual abuse 
URLs analysed by IWF

9Statistics and trends 2016 



For domain analysis purposes, the webpages 
of www.iwf.org.uk, www.iwf.org.uk/report, www.
iwf.org.uk/what-we-do and  www.iwf.org.uk/
become-a-member/join-us are counted as one 
domain: iwf.org.uk. 

In 2016, 57,335 URLs contained child sexual 
abuse imagery and these were hosted on 2,416 
domains worldwide. This is a 21% increase from 
1,991 in 2015.

The 57,335 URLs hosting child sexual abuse 
content were traced to 50 countries, which is an 
increase from 48 in 2015. Five top level domains 
(.com .net .se .io .cc) accounted for 80 per cent 
of all webpages identified as containing child 
sexual abuse images and videos.

Our Domain Alerts help our Members in the 
domain registration sector prevent abuse of 
their services by criminals attempting to create 
domains dedicated to distribution of child 
sexual abuse imagery. Several well-established 
domains including .com and .biz are known as 
“Generic Top Level Domains” (gTLDs). Since 
2014, many more gTLDs have been released 
to meet a growing demand for domain names 
relevant to the web content shown. In 2015, 
we first saw new gTLDs being used to share 
child sexual abuse imagery. Many of these new 
gTLDs were dedicated to illegal imagery and 
had apparently been registered specifically for 
this purpose.

The number of websites using a new gTLD, and 
dedicated to the distribution of child sexual 
abuse imagery, continues to be a rising trend  
in 2016.  

• In 2015, we took action against 436 URLs on 
117 websites using new gTLDs. 

• In 2016, we took action against 1,559 
URLs on 272 websites using new gTLDs 
– an increase of 258% (153 of these were 
disguised websites).

• Of these 272 websites, 226 were websites 
dedicated to distributing child sexual  
abuse content.

Domain analysis Abuse of generic top 
level domains 

10Statistics and trends 2016 



Image hosting sites and cyberlockers were 
abused significantly more than other services.  

Social networks are among the least abused 
site types.

In 2016, 54,025 URLs (94%) were hosted on 
a free-to-use service where no payment was 
required to create an account or upload the 
content. In the remaining 6% of cases, the 
content was hosted on a paid-for service, or it 
wasn’t possible to tell whether the hosting was 
free or paid for.

Image hosts are most consistently abused for 
distributing child sexual abuse imagery. 

Offenders distributing child sexual abuse 
imagery commonly use image hosts to host 
the images which appear on their dedicated 
websites, which can often display many 
thousands of abusive images. Where our 
analysts see this technique, they ensure that 
the website is taken down and each of the 
embedded images is removed from the image 
hosting service. By taking this two-step action, 
the image is removed at its source and from 
all other websites into which it was embedded 
even if those websites haven’t yet been found 
by our analysts.  

The award-winning IWF Image Hash List, 
launched in 2016, can help image hosts to 
tackle this abuse.

Which types of sites are 
abused the most?

Image Hosts

11Statistics and trends 2016 



In 2016 the majority of child sexual abuse 
webpages were hosted in Europe which is a 
shift from North America. 60% of child sexual 
abuse content was hosted in Europe, an 
increase of 19 percentage points. 37% was 
hosted in North America, a decrease of 20 
percentage points. Images and videos hosted 
in Australasia, South America and in hidden 
services  totalled less than 1% of all confirmed 
child sexual abuse content in 2016. 

Global hosting of child 
sexual abuse images

12

92% of all child sexual abuse URLs we identified 
globally in 2016 were hosted in these  
five countries. 

Top five countries

Statistics and trends 2016 



Hidden services are websites hosted within 
proxy networks – sometimes also called the 
“dark web”.  These websites are challenging 
as the location of the hosting server can’t be 
traced in the normal way. We work with the 
National Crime Agency (NCA) Child Exploitation 
and Online Protection (CEOP) Command to 
provide intelligence on any new hidden services 
which are displaying child sexual abuse imagery. 
With this intelligence, NCA-CEOP can work 
with national and international law enforcement 
agencies to investigate the criminals using 
these websites. 

• Between 2012 and 2015, we saw a year-on-
year rise in new hidden services dedicated to 
child sexual abuse imagery. 

• The number of newly identified hidden 
services declined from 79 in 2015 to 41 in 
2016. It is possible this could be the result 
of increased awareness by law enforcement 
internationally about hidden services 
distributing child sexual abuse imagery.

Hidden services commonly contain hundreds 
or even thousands of links to child sexual abuse 
imagery that’s hosted on image hosts and 
cyberlockers on the open web. We take action 
to remove the child sexual abuse imagery on 
the open web.  Monitoring trends in the way 
offenders use hidden services to distribute child 
sexual abuse imagery also helps us when we’re 
searching for this imagery online.

The UK hosts a small volume of online child 
sexual abuse content – in 2016 this figure was 
just 0.1% of the global total, down from 0.2% in 
2015. When we started in 1996, that figure  
was 18%.

Hidden services

UK hosting of child 
sexual abuse imagery – 
0.1%
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In partnership with the online industry, we work 
quickly to push for the removal of child sexual 
abuse content hosted in the UK. The ‘take down’ 
time clock ticks from the moment we issue a 
takedown notice to the hosting company to the 
time the content is removed.

• 60 minutes or less: 52%

• 120 minutes or less: 65%

• More than 120 minutes: 35%

• All UK-hosted content was removed within  
two days.

We saw an increase in the number of takedown 
notices which were responded to in two hours 
or less during 2016. Although the URL numbers 
are relatively small compared to the global 
problem, it’s important that the UK remains a 
hostile place for criminals to host this content.

16 companies’ services in the UK were abused 
to host child sexual abuse images or videos 
during 2016. We issued takedown notices to 
these companies, whether they’re our Members 
or not.

• 13 companies who were abused weren’t  
IWF Members.

• 3 companies were IWF Members.

UK child sexual abuse 
content removal  
in minutes
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We know that internet companies who’ve joined 
us as Members are less likely to have their 
services abused and are quicker at removing 
child sexual abuse imagery, when needed. 
We sent 3 takedown notices to IWF Members 
in 2016 and in each case the content was 
removed within 120 minutes of the notification. 
In one case it took just six minutes. 



We provide a list of webpage addresses with 
child sexual abuse images and videos hosted 
abroad to companies who want to block or filter 
them for their users’ protection, and to prevent 
repeat victimisation. We update the list twice a 
day, removing and adding URLs.

During 2016:

• The list was sent across all seven continents.

• A total of 53,552 unique URLs were included 
on the list in 2016.

• On average, 211 new URLs were added each 
day.

• The list contained an average of 1,951 URLs 
per day.

Each image can be given a unique code, known 
as a hash. A hash can be created from any 
image and it’s like a digital fingerprint. In this 
case it’s a hash of a child sexual abuse image 
and it acts as a unique identifier. The list of 
these hashes can be used to find duplicate 
images so we can remove these images at 
source, protect our staff from seeing several 
of the same image, and protect our Members’ 
services. For the children in the images, it offers 
real hope of eliminating the images for good. 
The Image Hash List could stop the sharing, 
storage and even the upload of child sexual 
abuse content.

In 2015, we announced the trial of our Image 
Hash List which was rolled out to five Member 

IWF URL List

The Image Hash List
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companies providing internet services. During 
this time (June to October 2015) nearly 19,000 
category ‘A’ child sexual abuse images were 
added to the list.

In 2016, we made our Image Hash List service 
available to all our Members. We also worked 
with Microsoft on a cloud deployment solution, 
meaning Members get instant access to the 
service without costly changes to their own 
networks.

In order to ensure that the Image Hash List 
contains only child sexual abuse images, it takes 
real people – our analysts – to review hundreds 
of thousands of individual images which may, or 
may not, show children being sexually abused.

During 2016, we assessed 293,818 individual 
images, of which, we:

• added 122,972 hashes to our Image Hash List. 
Of these hashes, 60,821 relate to the worst 
forms of abuse – images of rape or sexual 
torture of children.

This means our analysts reviewed 26,711 
images each, alongside reviewing public 
reports, and actively searching for child sexual 
abuse images  and videos.



Did you know that paedophiles create their own 
language – codes – for finding and hiding child 
sexual abuse images online? 

Each month we give our Members a list of 
keywords that are used by people looking for 
child sexual abuse images online. This is to 
improve the quality of search returns, reduce 
the abuse of their networks and provide a safer 
online experience for internet users.

• In December 2016 the keywords list held 
442 words associated with child sexual abuse 
images and videos. It also held 68 words 
associated with criminally obscene  
adult content.

Keywords List
A Newsgroup is an internet discussion group 
dedicated to a specific subject. Users make 
posts to a newsgroup and others can see them 
and comment. Also sometimes called ‘Usenet’, 
newsgroups were the original online forums and 
a precursor to the World Wide Web.

Our Hotline team monitors the content of 
newsgroups and issues takedown notices 
for individual postings of child sexual abuse 
imagery. We also provide a Newsgroup Alert to 
Members, which is a notification of child sexual 
abuse content hosted on newsgroup services 
so they can be removed.

We are one of only a handful of hotlines in the 
world that processes reports on newsgroups. 

We actively search for child sexual abuse 
images in newsgroups.

Throughout 2016, we monitored and reviewed 
newsgroups and issued takedown notices.

• 629 reports of child sexual abuse images 
hosted within newsgroups were made to us.

• 2,213 takedown notices were issued for 
newsgroups containing child sexual abuse 
images (408 in 2015). That is an increase 
of 442%. One takedown notice can contain 
details of several newsgroup postings.

• 60,466 posts were removed from public 
access. 193% increase on 2015 figure  
of 20,604.

• After monitoring newsgroups, we 
recommended our Members don’t carry 305 
newsgroups containing child sexual abuse 
images and videos. 

Newsgroups

16Statistics and trends 2016 



Since 2011, we’ve been monitoring commercial 
child sexual abuse websites which only display 
child sexual abuse imagery when accessed by 
a “digital pathway” of links from other websites. 
When the pathway is not followed or the website 
is accessed directly through a browser, legal 
content is displayed. This means it’s more 
difficult to find and investigate the  
illegal imagery.

When we first identified this technique, we 
developed a way of revealing the illegal imagery, 
meaning we could remove it, and the websites 
could be investigated. But the criminals 
continually change how they hide the illegal 
imagery, so we adapt in response.

• In 2016, we’ve uncovered 1,572 websites 
using this method to hide child sexual abuse 
imagery, an increase of 112% on the 743 
disguised websites identified in 2015. 

Disguised websites are a significant and 
increasing problem.  By sharing our expertise 
in uncovering these websites with our sister 
hotlines and law enforcement worldwide, we 
help disrupt the operation of commercial child 
sexual abuse websites.

We define commercial child sexual abuse 
imagery as imagery which was apparently 
produced or is being used for the purposes of 
financial gain by the distributor.  

Of the 57,335 webpages we confirmed as 
containing child sexual abuse imagery in 
2016, 5,452 (10%) were commercial in nature. 
This compares to 14,708 (21%) in 2015. That’s 
a decrease of 62%.  

We believe this decrease is due to changes 
in methods used by commercial distributors 
to try and prevent being found, particularly 
by using disguised websites. In 2015, 10,078 
of the commercial URLs we actioned were 
images which were being displayed on separate 
commercial websites. This year we’ve identified 
a commercial distribution group that has started 
to encode their images to prevent us identifying 
the source host. We took action to have these 
websites removed and to add these images to 
our Image Hash List, ensuring our Members can 
detect these images if they appear anywhere in 
their networks.

Disguised websites

Commercial child 
sexual abuse material
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Our Virtual Currency Alerts are sent to Members 
where we identify Bitcoin wallets associated 
with child sexual abuse imagery, enabling them 
to take action to disrupt this activity.

In 2014, we saw Bitcoin being accepted by 
commercial distributors of child sexual abuse 
imagery on the open web. This has  
gradually increased.

• In 2015, we identified 4 websites    
accepting Bitcoin.  

• In 2016, we’ve taken action against 42   
websites accepting Bitcoin.  

While the number of websites is still low, we 
are working with Members within the Bitcoin 
economy to try and keep it that way.  

Our Website Brands Project started in 2009. 
Since then, we’ve been tracking the different 
“brands” of dedicated child sexual abuse 
websites. These dedicated commercial 
websites are constantly moving their location 
to evade detection and our analysts see the 
same websites appearing on many different 
URLs over time. Since the project began we’ve 
identified 2,771 unique website brands.

We analyse:

• hosting patterns, 

• registration details, and 

• payment information.

We believe the majority of commercial child 

Bitcoin payments for 
child sexual abuse 
material

Web brands
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sexual abuse websites are operated by a small 
number of criminal groups. 

In 2016, the most prolific group accounted for 
27% of our total commercial child sexual abuse 
content reports.

Since 2014, we’ve seen an increase in the 
number of active “brands” selling child sexual 
abuse imagery. 

• 664 brands seen in 2015.  

• 766 active brands in 2016. 

We’ve also seen a rise in the number of 
previously unseen brands:

• In 2015, 427 brands were previously 
unknown to us. 

• In 2016, we saw 573 previously unknown 
brands, 226 of which were  
disguised websites.

We monitor trends and work with our financial 
industry Members to disrupt the commercial 
distribution of child sexual abuse imagery.



Our analysts spent most of their time on public 
and newsgroup reports and on building our 
Image Hash List.

How our analysts spent 
their time

19Statistics and trends 2016 



Financial contribution band

Our Members
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£1,000+
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Financial contribution band

Our Members

£2,500+
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BLOCKCHAIN
I N T E L L I G E N C E  G R O U P

creating common ground
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Our Members

£5,000+

22

E-Safe Systems

Yorkshire & Humber
G R I D  F O R  L E A R N I N G
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Our Members

£15,000+
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Financial contribution band

Our Members

£25,000+
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Financial contribution band

£50,000+
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Financial contribution band

£75,000+
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A selection of quotes from some of  
our Members.

“Online photo storage and sharing has exploded 
in recent years and with it, so has the online 
manufacture and distribution of child sexual 
abuse material. Heartbreakingly, child sexual 
abuse victims may be rescued only to have 
images of the crimes committed against them 
circulating online for many years afterwards.”

“That is why Adobe is proud to be a member 
of the Internet Watch Foundation. IWF is an 
experienced and trusted partner in the fight to 
keep our hosted services and apps from being 
used to circulate abusive imagery that re-
victimizes children.”

Yu Jin Kang, PhotoDNA Program Manager, 
Adobe Trust & Safety.

“The IWF has become an excellent resource for 
the Blockchain Intelligence Group as we use 
search and analytics to combat abuse of the 
Bitcoin network. Specifically, the IWF research 
data is helping us target Bitcoin payments as it 
relates to accessing child exploitation content 
on the dark web.”

Shone Anstey, President/Founder.

“We have been very excited to receive the 
virtual currency alerts produced by IWF on 
the connection of virtual currency and the 
distribution of child abuse images. Through 
receiving these alerts we are able to help our 
law enforcement and private sector customers 
work together to eradicate the commercial 
distribution of these images. Identifying the flow 
of funds and revenues generated through this 
activity opens up a new avenue to prevent this 
criminal activity and bring in more stakeholders 
into the fight.”

“As a hosting company we use the daily updates 
provided by the Internet Watch Foundation to 
act quickly to block access to the offending 
URLs and protect our customers from harmful 
and potentially criminal content.”

“Jagex is incredibly proud of our online safety 
initiatives which have helped keep our millions 
of customers safe during the past 16 years of 
operation. Our dedicated 24/7 safety team work 
closely with enforcement agencies across the 
globe and utilise industry-leading systems to 
identify and mitigate online risk. “The IWF are a 
fundamental part of our safety strategy, through 
the professional support and advice they offer 
as well as supplying us with invaluable keywords 
which we integrate into our ever-evolving safety 
heuristics. We are delighted to partner with the 
IWF and we would urge any company with an 
online presence to foster a relationship with 
them and support the fantastic work they do.”

Member Content

BLOCKCHAIN
I N T E L L I G E N C E  G R O U P
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“We are members of the IWF as we get 
constantly updated on the latest strategies 
to protect young people online. It is important 
for any organisation with a passion of helping 
people deal with online safety be part of such a 
key organisation and have a voice in how things 
move forward in the future.”

“Dealing with child abuse images is a number 
1 priority for all of us at NoBullying.com and 
supporting in any way we can, even if only 
adding our voice to the campaigns - is critical  
to us.”

Ciaran Connolly, CEO.

The work that the IWF does is so important. My 
company has its roots in child safety and I’ve 
always had a vision of the internet as a safer 
more engaging place for everyone. The internet 
has such potential for good, but it has a dark 
side too. It is the responsibility of everyone 
– industry, law enforcement, government, 
businesses and individuals – to work together 
to ensure that the young and vulnerable in our 
society are protected and kept safe from harm, 
so we can enjoy the positive things the internet 
has to offer.”

Tamara Littleton, Founder and CEO.

“Smoothwall have a long standing partnership 
with the IWF that is built on a mutual vision of 
keeping children safe online. The important 
work done by the IWF helps Smoothwall to 
create internet security solutions that are 
designed to keep harmful images away from 
young or vulnerable adults, and the IWF blocklist 
is an integral part of the Smoothwall product. 
We will continue to support the work of the IWF 
and continue with our commitment to block and 
report child sexual abuse imagery to make the 
internet a safer place for children.”

“At Sky we never underestimate the importance 
of making the internet safe for families and 
children. It’s why we support and value the 
excellent, and often difficult, work of the IWF 
and are committed to working together to 
eliminate child sexual abuse images online.”

Jeremy Darroch, Group Chief Executive.

“Being a member of the Internet Watch 
Foundation gives Trustwave access to 
additional intelligence that we use, in 
combination with our own security research 
and website classification, to protect our 
business and government customers. The 
work the IWF does to make the internet a safer 
place complements our company’s vision to 
help protect businesses and employees from 
cybersecurity threats including malicious and 
inappropriate content. We congratulate the 
IWF on its 20th anniversary and look forward to 
continuing our important work together.”

Larry Podmolik, Chief Technology Officer.

“Alongside our peers, Twitter is committed to 
eradicating child sexual exploitation content 
online. Our membership of the Internet Watch 
Foundation is an extremely important part of 
this mission, allowing us to work with industry 
peers and the IWF’s experts to ensure we are 
innovating and adapting to the behaviour of 
perpetrators. We’re proud to stand alongside 
the IWF, and continue to support them in their 
critical mission to safeguard children.”

Nick Pickles, Head of UK Public Policy  
at Twitter.



33Our Members

“It has been a long-standing priority for 
the card payments industry to identify and 
restrict the use of card-based payments for 
illegal purposes. To this end, The UK Cards 
Association is a proud sponsor of the IWF, 
and a committed supporter of its agenda to 
ensure the removal of criminal online content 
and prevention of child sexual abuse. For many 
years, our partnership with the IWF has been at 
the centre of our efforts to protect children, and 
we want to be part of further progress towards 
the elimination of child sexual abuse  
images online.”

Graham Peacop, Chief Executive

“The last 12 months have highlighted again the 
vital contribution that the IWF makes to a better, 
safer internet and society for our children. Virgin 
Media is proud of its long-running support 
for the truly world-leading work of the IWF in 
dramatically reducing child abuse material 
hosted in the UK. The challenge is ongoing and 
changes at the same pace as technology - and 
so our partnership with the IWF will continue to 
evolve to ensure that they have the expertise 
and resources to effectively respond to  
that challenge.”

Tom Mockridge, Chief Executive.

“We are long term supporters of the IWF 
and the important work it does in removing 
online child abuse content while working with 
communication providers to ensure access 
to such content is limited. Our customers can 
rest assured that by our implementation of 
the IWF block list across our network, they are 
protected from accessing sites that the IWF 
identify as containing child abuse content. They 
are an invaluable asset to the Internet industry.”

Helen Lamprell, Vodafone UK Corporate & 
External Affairs Director.

“Every technology has its dark sides – and the 
internet is no exception. New business models 
built on user-generated content, for example, 
have not only facilitated creativity and sharing, 
but also opened the door for misuse. At Web 
Shield, we are constantly fighting against the 
rising tide of illegal material on those websites.
“Organizations like the IWF are essential for us 
and others fighting against the proliferation of 
child sexual abuse material online. They bundle 
resources and knowledge and in the process 
allow us all to do a better job. Without their 
pioneering work, our efforts would be  
greatly diminished.”

Christian Chmiel, CEO
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“A longtime partner of Yahoo in combating 
child sexual abuse imagery, we’re proud to 
congratulate the Internet Watch Foundation 
(IWF) on 20 years of making the internet a safer 
place for all users. Yahoo is part of the IWF’s 
hash sharing pilot, which expands the volume of 
hashes we use and is a valuable tool to assist in 
protecting our network and our users from child 
abuse material. Our united efforts are having a 
positive impact on the continued fight against 
the victimization of children and the prosecution 
of the individuals who would harm them.”

Emma Ascroft, Senior Director, Public Policy.

“As a member of the IWF since its initiation, we 
recognised then and continue to recognise the 
critical work it undertakes to keep young people 
safe on the World Wide Web and are proud to 
support this.”

“Removing inappropriate images and content 
is central in safeguarding our young people 
both online and in the real world, as increasingly 
these images are being used to threaten and 
blackmail them into placing themselves in 
harm’s way. The more that can be done to 
remove them, the safer our young people  
will remain.”

Yorkshire & Humber
G R I D  F O R  L E A R N I N G



We want to give people around the world, who 
don’t have a hotline, a way to report online 
child sexual abuse imagery. To do this, we’re 
providing countries with a local, customised IWF 
Portal. This provides a safe and anonymous way 
to send reports directly to our analysts in the 
UK. We can then assess the reports and take 
action to have the content removed.

We’ve set up portals in 16 countries including 
India, Uganda, Bermuda and the British Virgin 
Islands. As well as setting up a portal, we also 
bring together police, governments, child 
protection organisations and other key people 
in these countries to raise awareness of 
reporting child sexual abuse images.

Contact us at international@iwf.org.uk to find 
out more.

IWF Portals

“This collaboration with the Internet Watch 
Foundation is an important component of the 
Ministry’s National Child Safeguarding Project.

“We look forward to continued partnership as 
we seek to ensure that children in Anguilla live 
free from all forms of abuse.”

Dr. Bonnie Richardson-Lake
Anguilla’s Permanent Secretary, Health & 
Social Development

Changing the world for  
the better

Anguilla
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“Ascension Island is very much in its infancy 
of internet use. Working with the IWF and 
introducing the portal has given the population 
a helpful and confidential way to report images 
and sites that are indecent. Through this 
ongoing partnership, we will continue to raise 
awareness of safe internet use and how to 
report sites of concern.“

Rob Parfrey 
Social Worker. Ascension Island Government.

Ascension IslandsAkrotiri and 
Dhekelia
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“Policing a small island jurisdiction 700 miles 
out to sea from our closest neighbour means 
that developing partnerships with agencies 
overseas is key to the success of the Bermuda 
Police Service. Economies of size and 
resourcing challenges mean that it would be 
impossible to set up reporting hotlines here. 
Our partnership with IWF has helped us set up 
effective procedures locally and means a safer 
internet environment for Bermuda’s population. 
Having an IWF Portal helps us meet our Mission 
Statement of “Making Bermuda Safer.”

Martin P. Weekes
Assistant Commissioner of Police,  
Crime & Intelligence 

Bermuda

“The Royal Virgin Islands Police Force/British 
Virgin Islands is extremely happy that the 
Internet Watch Foundation has established a 
portal in our territory where persons can report 
cases of indecent images with children.

“The destruction of these vulnerable children’s 
self-esteem is heart breaking and I support all 
efforts to trace and punish persons responsible 
for this serious crime.

“I hope that more persons in the community 
would make use of this tool to file reports of 
images and bring cases to the attention of the 
authorities. Over time I would like to see less 
incidents of this nature in our community.”

Alwin James
Deputy Commissioner of Police,  
British Virgin Islands

British Virgin 
Islands
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“The Falkland Islands continues to be a safe and 
secure environment for children and families 
and is committed to safeguarding children 
and young adults. We cannot emphasise 
enough the importance of the IWF initiative 
and are completely aligned with their aims and 
objectives and are extremely grateful of their 
support and guidance in addressing this very 
important issue.

“This user-friendly portal, coupled with its 
anonymity, serves to ensure that we are taking 
every available means and opportunity to 
combat child sexual abuse and promote internet 
safety to those who are most vulnerable in our 
communities and that these crimes do not go 
unreported.”

Andrew Almond- Bell
Director of Emergency Services & Island 
Security and Principal Immigration Officer, 
Falkland Islands Government

Falklands
“Having the IWF Portal available to the Cayman 
Islands provides us with a greater ability for 
all members of the community to be involved 
in combatting child sexual abuse online.  We 
are very happy that a great number of the 
community would appear to have taken an 
interest and visited this portal following on from 
the media launch, and even made reports to 
IWF.  Also, IWF reporting now forms part of all 
RCIPS investigations whereby suspicious sites 
are identified during investigations, which can 
only enhance any investigation.  Our partnership 
in this way has even lead to two new child sexual 
exploitation sites being identified, which is  
very satisfying”

Joanne Delaney
RCIPS Intelligence Analyst, Major Crime

Cayman Islands
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“The Aarambh India-IWF internet hotline is the 
first Online Redressal Mechanism of its kind in 
India. We are a country with a fast changing and 
growing digital landscape which young people 
are using to explore pleasure and play. While we 
lean into this future, we still remain a country 
where conversations around sex and sexuality 
with our children remain a taboo. In this context 
our young people are extremely vulnerable and 
at risk of being exposed to threats in digital 
spaces. As the country gears up to fight the 
menace of child sexual abuse material (CSAM), 
the hotline and our partnership with IWF has 
proved to be an invaluable first step which 
helped us understand the issue and kick start a 
national movement with the hotline as a rallying 
point. The hotline has triggered the formation of 
a National Alliance against Child Sexual Abuse & 
Exploitation with CSAM being the focus.”

Uma Subramanian & Siddharth Pillai 
Directors, The Aarambh India Initiative

India
“The IWF has done an incredible job in 
identifying and removing a huge number of 
images and videos of online child sexual abuse 
over their 20-year life. The RGP and Gibraltar are 
now part of that history, and our partnership and 
common mission helps protect victims of this 
abuse as well as making the internet a  
safer place.”

Wayne Tunbridge
Detective Chief Inspector,
RGP Crime & Protective Services Division

Gibraltar
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Mauritius 

“Montserrat being a diverse population is open 
to all walks of life which is a challenge from a 
policing perspective. Being a part of the IWF 
Portal it has enabled the Royal Montserrat 
Police Service in better serving the Montserrat 
community, as we are now better equipped 
in safeguarding our youths for the future. The 
collaborative effort of Royal Montserrat Police 
Service and the Internet Watch Foundation has 
enabled the residents of Montserrat who pride 
ourselves in saying we live on a paradise island.”

Courtney Rodney
Inspector, Montserrat Police Service 

Montserrat
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“We are delighted to be working with the 
Internet Watch Foundation. Pitcairn’s IWF 
reporting portal makes it simple for anyone on 
the island to report on images that concern 
them, and by reporting them, to help to 
stop child sexual abuse. Pitcairn Island has 
established robust child safeguarding measures 
for children living on and visiting our island; 
our IWF Portal helps us to also protect children 
worldwide from abuse and exploitation.”

Nicola Hebb
Administrator Pitcairn Island

Pitcairn St Helena

“St Helena Police Directorate are delighted to be 
working with the Internet Watch Foundation due 
to our commitment to safeguard those most 
vulnerable in our community. This partnership 
working is extremely relevant as the internet 
becomes more readily accessible on St Helena. 
Our ability to prosecute offenders who are 
sharing and downloading indecent images will 
be enhanced and it will afford us the ability to 
identify and protect those children in need. 
We have a team of qualified and experienced 
Detectives who are ready to respond to any 
reports received.”

Wendy Tinkler
Detective Chief Inspector
Head of CID & Safeguarding 
St Helena Police
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“To the people of Tristan da Cunha having a 
portal to protect their children while using the 
internet gives them the peace of mind that they 
are safe from those who would seek to cause 
them harm.

“It’s important as our children live in a very 
trusting and protective community that is the 
remotest in the world, not subjected to the 
voices of large societies.

“Given time we can teach our children the 
dangers of the internet, and the portal is the 
first step in helping them prepare to face the 
realities of living in the wider world.”

Conrad J Glass
Inspector of Police
Chairman of the Child Safe Guards Board 
Tristan da Cunha

Tristan Da Cunha 
“To have a portal as such where persons can 
anonymously report incidents of child abuse 
is an excellent initiative created by the Internet 
Watch Foundation, and the Turks and Caicos 
Islands is delighted to be on-board. The user-
friendly portal makes it easier for persons who 
are reluctant to report any knowledge of child 
abuse as it is critical that these crimes do not go 
unreported.

“Every means necessary to protect our 
children in the TCI is of high importance and the 
introduction of the reporting portal is certainly 
good news and is essential as we move forward 
to combat online child sexual abuse and 
promote internet safety.”

Mary Durham
Acting Assistant Superintendent
Sexual Offences and Domestic violence unit, 
Royal Turks and Caicos Islands Police Force

Turks and Caicos



IWF Portals 43

“The online child sexual abuse reporting portal 
helps us actively participate in the noble effort 
to remove child sexual abusive material from 
the web, enabling us as a country to contribute 
to making the internet a safer place for our 
children to learn, interact and innovate.”

James Saaka
Executive Director, National Information 
Technology Authority, Uganda

Uganda
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“A grant from the UK Foreign and 
Commonwealth Office (FCO) enabled us to 
implement our IWF Portals in each of the UK 
Overseas Territories. The idea was simple – to 
provide their internet users with a quick and 
anonymous way to report online child sexual 
abuse images and videos on a local website.

“My trip lasted a month. It involved travelling 
on cargo planes, flying through the night on 
tiny aircraft and leaving my friends and family 
behind. But it was also a chance to make history. 

“People were shocked, but their initial horror 
for the subject quickly turned into a passionate 
desire to help – to make the portals happen. 

“In each and every country that signed up, 
government, safeguarding agencies, NGO’s and 
the internet industry went the extra mile to make 
it happen. 

“Online child sexual abuse is a global problem. It 
demands a truly global solution. For the islands, 
this is their chance to show the world that they 
can take a stand against online 
child sexual abuse imagery. Together with the 
IWF, we are stronger and our joint ‘no tolerance’ 
approach is something to be proud of.”

Our mission to 
change history
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Harriet with the former Governor of 

Bermuda, The Honorable George Fergusson

Harriet in the British Virgin Islands

Harriet Lester, IWF Technical Projects Officer

By Harriet Lester
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The Cayman Islands in the Caribbean Sea 
were among the first to set up their IWF Portal 
in 2016. We worked with law enforcement, 
Government, Internet Service Providers and the 
Information and Communications Technology 
Authority (ICTA) to protect their 60,000 
population from online child sexual  
abuse imagery. 

Launched on 1 June, the Royal Cayman Islands 
Police Service held a press conference led by 
Detective Superintendent Mick Cranswick. 
Reporting buttons for the portal are placed on 
government, media, charity and youth services’ 
websites across the Islands.  

An anonymous report was made through the 
Indian Portal to IWF. It was for content hosted 
in a cyberlocker. It showed baby girls and baby 
boys of a range of ethnicities. Worst of all, some 
of the most severe abuse was happening to 
them; rape and sexual torture. 

Although someone in India made the report, 
the webpage was actually hosted in Russia and 
contained over 200 videos. 
The time between the report being sent from 
India, to the time we notified the Russian Hotline 
was 1 hour 7 minutes. Our Russian counterparts 
acted swiftly; the content was removed in less 
than 24 hours. 

The Royal Cayman Islands Police Service 
asked IWF to help analyse websites found on a 
suspect’s phone. 

The Intelligence Analyst working on the case 
- Joanne Delaney - was able to save valuable 
investigation time by having our analysts review 
47 of the websites found; two of which we 
hadn’t seen before. Some of the sites showed 
child sexual abuse material, and included 
“Disguised Websites”. Disguised websites can 
look like legal adult content, unless you’ve 
followed a specific and predetermined pathway 
to access the site. People use this method 
to make it difficult to find and investigate the 
criminal images.

Joanne was trained by our analysts on how to 
identify and analyse these sites for future cases. 
We supported her investigation, which led to 
the defendant being prosecuted for a number of 
child sexual abuse offences. He was imprisoned 
for 12 years.

IWF and Cayman 
Islands team up

Indian Portal success

12 years’ imprisonment 
for Cayman Islands’ 
paedophile
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Joanne said: “Being able to utilise IWF in regards 
to the websites that were identified which this 
offender visited, allowed the investigation to 
put forward a much more rounded picture 
of this individual to the courts. The greatest 
satisfaction comes with the identification of 
two new websites, whereby the IWF notification 
will hopefully be able to assist in the removal 
of these websites and reduce the onward 
exploitation of the children featured and prevent 
others coming across these websites in  
the future.” 



At 11.21am on 21 October, 1996, the very first 
report was made to the newly-formed IWF. 
It came in by telephone, to a small room in a 
Victorian town house in Oakington, a village just 
outside Cambridge, UK. 

Twenty years later the IWF is an international, 
world-leader at tackling child sexual abuse 
images online.  We marked our anniversary in 
October at the BT Tower in London and thanked 
those who make our work possible. 

We spoke to the parents of April Jones, a little 
girl who was murdered by a man who only 
three hours previously had been viewing child 
sexual abuse images online. They, together with 
key people from some of the most influential 
internet companies in the world, told us why 
they believe the IWF’s work is more important 
than ever.

We produced an interactive timeline showing 
our achievements over the past 20 years.

As a founding company of IWF, BT hosted an 
event for our 20th anniversary, so we could 
thank those who make our work possible.

20 years of IWF

20 years of IWF
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Ernie Allen,  
WePROTECT International Advisory Board 

“I remember 1996 well and the early efforts of 
police to address the alarming increase of child 
sexual abuse images on the new internet. It was 
a daunting and poorly understood problem. 
However, the creation of the Internet Watch 
Foundation offered a positive, constructive, 
innovative solution. Over the past 20 years the 
IWF has changed the way the UK and the world 
understand and address this complex problem. 
It has bridged the gap between law enforcement 
and the internet industry and created a 
powerful, effective mechanism for reporting 
and removing this outrageous content. Twenty 
years later the IWF is not just a leader in the 
UK, it is truly a global leader. And it remains a 
shining example of the power of partnership 
and collaboration as we continue to attack a 
problem that is even larger and more difficult 
today than it was 20 years ago. I congratulate 
the IWF on its vision, leadership and service 
over the past 20 years, and look forward to even 
more in the next 20 years.”
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The UK Safer Internet Centre is a partnership 
of three leading organisations: SWGfL, 
Childnet International and Internet Watch 
Foundation with one mission - to promote the 
safe and responsible use of technology for 
young people.

The partnership was appointed by the European 
Commission as the Safer Internet Centre for the 
UK in January 2011 and is one of the 31 Safer 
Internet Centres of the Insafe network. The 
centre has three main functions:

To provide advice and support to children and 
young people, parents and carers, schools and 
the children’s workforce and to coordinate Safer 
Internet Day across the UK. The UK Safer Internet Centre organises the 

highly successful Safer Internet Day, led by 
Childnet International. In 2016, SID messages 
reached a 2 in 5 young people (8-17s) and  
1 in 5 parents.”To provide support to professionals working 

with children and young people with online 
safety issues.

An anonymous and safe place to report and 
remove online child sexual abuse imagery and 
videos, wherever they are found in the world.

UK Safer Internet Centre

UK Safer Internet Centre
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Awareness Centre

Safer Interent Day

Helpline

Hotline



Every five minutes an IWF analyst assesses  
a webpage. 

Every nine minutes that webpage shows a 
child being sexually abused. 

It’s tough. But someone has to do this work.

Real-life superheroes work in our hotline. They 
assess the images and videos we search for, 
and those we receive from the public. 

Not many people realise this, but as well as 
viewing child sexual abuse material, our analysts 
have to see things which we don’t deal with, 
such as images of animals being tortured, or 
even beheadings. If an image circulates the 
internet, it could be reported. It’s imperative we 
recruit the right people, and look after them.

Heidi Kempster, Director of Business Affairs 
leads our recruitment and welfare programme.

People who want to be IWF analysts come from 
all walks of life and span a broad age range. We 
have a gold standard – and regularly reviewed 

Real-life superheroes

Real-life superheroes
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So how do we look
after our staff?

– welfare system in place to support these 
exceptional people. 

Every analyst applicant has a personal interview 
with two trained counsellors. This delves into 
candidates’ personal lives, their views and their 
support networks. If successful, this is followed 
up with a ‘normal’ job interview. We then show 
candidates progressively extreme or criminal 
content. They can stop the process at any time. 
After this, we ask them to take time to carefully 
consider if they can do the job.

Every staff member, whether they work as an 
analyst or not, undergoes an enhanced criminal 
background check and we check again every 
three months.

New analysts go through a specially developed 
training programme to help them mentally 
process and cope with exposure to abusive 
images. During the working day, all analysts 
take regular, timetabled breaks. Every month, 
they attend compulsory individual counselling 
sessions. All employees who see content have 
an annual full  psychological assessment and we 
offer counselling support to all our employees. 
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Our analysts are mums, 
 dads, grandmothers, 
brothers, sisters, and 
real-life superheroes.



I used to work as an online moderator for a 
games company.  This job was home-based, 
which gave me the opportunity to  raise my two 
children while working at the same time. 

When my kids were getting older, I decided 
to get a job  outside of home. Basically, I was 
looking for a job for which I  was willing to leave 
my kids and home for. And then I saw the  IWF 
advertising and I decided to apply. 

The job’s not easy but it’s probably the most 
rewarding job  I’ve ever done in my life.

Nothing in the world could’ve prepared me for 
working in the  Hotline. I had no idea what to 
expect. My mind wouldn’t even  let me imagine 
what I was about to see. We’re like a family in  the 
Hotline, and everyone looks out for one another. 

At the beginning, I used to keep my job a secret. 
When  friends asked me about it, I used to say 
I worked in child  safety or something similar to 
that. I’m so incredibly proud of  what I’m doing 
though, that I’ve started to explain what I do. 
 Some of my friends still avoid asking me about 
it as they’re  scared and don’t understand how I 
can do such a difficult  job. Many ask me if I really 
need to see content. Most of the  time, people 
are supportive of what I do, even though they 
 say they could never do it themselves.

When I walk through the house door, I’m Mum. 
I’m not an  analyst anymore, just Mum.

It’s definitely the most worthwhile job I’ve ever 
had. When I  come to work, I do my job. And I do 
it well. When I finish work,  I close that door and 
don’t think about what I’ve seen anymore. It’s 
very important to have a buffer between work 
and my home life. I go to the gym, I do a lot of 
outdoor exercises and love to do acting in my 
free time. 

There are always images that are harder to view 
than others. I have difficulties whenever I see 
images of babies, of new-born babies, being 
tortured or raped. It gets me thinking - how 
could anybody do this to a baby, to something 
that small, that fragile? 

The Hotline is a very secure place for us. This is 
where we look at criminal images, day in and day 
out, and we remove it, together as a team. 

I remember some of my friends asking me if I 
wished I had pursued another job, especially 
as I studied something completely different to 
the job I do now. My answer is always ‘no’. I love 
my job and I’m happy here. I know that going to 
work means that I’m going to remove images 
of child sexual abuse, I’m going to stop people 
stumbling across these images, I’m going to 
disrupt paedophiles from posting or sharing 
these images, and I’m going to stop these young 
victims being re-victimised over and over again. 
And for me, that’s the biggest thing I could’ve 
done. Knowing that when my family and friends, 
and their family and friends, are online, no one 
will stumble across these horrendous images. 
That’s why I’m really happy here. Because I really 
am making a difference.
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My story – Kate My story – Isobel



A website or webpage made up of adverts for 
other websites with text links or images that 
take you to third-party websites when you click 
on them.

A blog is a discussion or information site made 
up of separate entries, or posts. Most are 
interactive, and visitors can leave comments 
and even message each other on the blog. The 
interactivity is what makes them different from 
other static websites.

The Child Abuse Image Database (CAID) is a 
project led by the Home Office which will enable 
UK law enforcement to assess, categorise and 
generate unique hashes for tens of millions of 
child abuse images and videos found during 
their investigations.

We assess child sexual abuse images and 
videos based on UK law, according to the levels 
in the Sentencing Council’s Sexual Offences 
Definitive Guidelines. Since April 2014, there 
have been three levels: A, B and C. You can see 
what they mean in the chart below.

Glossary

Glossary

52

Banner site

Blog

CAID

Category A, B and C

Category 

Images involving penetrative sexual activity; images 
involving sexual activity with an animal or sadism. We 
describe this category as “rape and sexual torture”.

Images involving non-penetrative sexual activity

Other indecent images not falling within category A or B

What this means

B

C

A

Images or videos that show the sexual abuse of 
children. We use the term ‘child sexual abuse’ 
images to reflect the gravity of the images we 
deal with.

Websites which, when loaded directly into 
a browser, show legal content - but when 
accessed through a particular pathway (or 
referrer website) show illegal content, for 
example child sexual abuse images.

Images and videos that show extreme sexual 
activity that’s criminal in the UK.

Details of domain names that are known to be 
hosting child sexual abuse content.

These are file hosting services, cloud storage 
services or online file storage providers. They 
are internet hosting services specifically 
designed to host users’ files.

The Dark net, also known as the Dark web, is the 
hidden part of the internet accessed using Tor. 
Tor is anonymity software that makes it difficult 
to trace the users’ online activity.

Child sexual abuse 
images/ videos/
imagery/ content

Disguised websites

Criminally obscene 
adult content

Domain alerts

Cyberlockers

Dark net



Also known as a ‘message board’, a forum is 
an online chat site where people talk or upload 
files in the form of posts. A forum can hold sub-
forums, and each of these could have several 
topics. Within a topic, each new discussion 
started is called a thread, and any forum user 
can reply to this thread.

A ‘hash’ is a unique code, or string of text and 
numbers generated from the binary data of 
a picture. Hashes can automatically identify 
known child sexual abuse images without 
needing to examine each image individually. 
This can help to prevent online distribution of 
this content.

These are websites that are hosted within a 
proxy network, so their location can’t be traced.

An image board is a type of internet forum 
that operates mostly through posting images. 
They’re used for discussions on a variety of 
topics, and are similar to bulletin board systems, 
but with a focus on images.

An image hosting service lets users upload 
images and they’re then available through a 
unique URL. This URL can be used to make 
online links, or be embedded in other websites, 
forums and social networking sites.
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Forum

Hash/hashes

Hidden services

Image board

Image host

A collection of images stored for non-
commercial purposes. An example would be a 
hidden folder in an otherwise innocent website.

Images and videos of child sexual abuse which 
aren’t photographs, for example computer-
generated images.

A world-class reporting solution for child sexual 
abuse content, for countries which don’t have 
an existing hotline.

Onion sites get their name from the vegetable, 
which is made-up of lots of different layers. Like 
onions, .onion sites sit behind layers and layers 
of anonymity which make them, and the people 
using them, very difficult to trace.

A list of terms associated with child sexual 
abuse material searches.

Internet discussion groups dedicated to 
a variety of subjects. Users make posts 
to a newsgroup and others can see them 
and comment. Sometimes called ‘Usenet’, 
newsgroups were the original online forums and 
a precursor to the World Wide Web.

Image store

Non-photographic child 
sexual abuse content

IWF Reporting Portal

Onion sites

Keywords

Newsgroups



We can now actively search for child sexual 
abuse content, in addition to taking public 
reports. We’re the only hotline in the world that 
can do this. 

These are systems that enable online 
anonymity, accelerate service requests, 
encryption, security and lots of other features. 
Some proxy software, such as Tor, attempts to 
conceal the true location of services.

These webpages are set up to redirect the 
user to another hosted webpage. When a 
redirector URL is browsed, the user request is 
automatically forwarded to the destination URL. 
Sometimes, when the redirector webpage is 
loaded in the browser it hides the  
destination URL.

Re-victimisation, or repeat victimisation is what 
happens to a victim when their image is shared 
more than once. A single image of a victim can 
be shared hundreds or thousands of times. 

An internet service provider (ISP) is a company 
or organisation that provides access to the 
internet, internet connectivity and other related 
services, like hosting websites.
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Proactive/proactively 
searching/proactively 
seeking

Proxy network

Redirector

Re-victimisation

Service Provider/
Internet Service 
Provider

A social networking service is a platform to build 
social relations. It usually has a representation 
of each user (often a profile), their social 
links and a variety of other services. Popular 
examples include Facebook and Twitter.

A document which can be seen using a web 
browser. A single webpage can hold lots of 
images, text, videos or hyperlinks and many 
websites will have lots of webpages. www.iwf.
org.uk/about-iwf and www.iwf.org.uk/hotline are 
both examples of webpages.

Domains at the top of the domain name 
hierarchy. For example .com, .org and .info are all 
examples of generic top-level domains (gTLDs). 
The term also covers country code top-level 
domains (ccTLDs) like .uk for UK or .us for US 
and sponsored top-level domains (sTLDs) like 
.mobi or .xxx

A website is a set of related webpages typically 
served from a single web domain. Most 
websites have several webpages.

This is an acronym for Uniform Resource 
Locator. A URL is the specific location where a 
file is saved online. For example, the URL of the 
IWF logo which appears on the webpage www.
iwf.org.uk is www.iwf.org.uk/images/public/
anna_logo.jpg

This is a service which makes it possible to 
view historic copies of websites, which are 
periodically archived over time.

Social networking site

Webpage

Top-level domain (TLD)

Website

URL

Web archive



Glossary 55

Every five minutes we assess a webpage. 
Every nine minutes that webpage 
shows a child being sexually abused. 
Together, we can do something about it.

If you want to join some of the world’s biggest 
and most responsible online brands in 
protecting your customers while helping us to 
end child sexual abuse imagery online, see our 
website www.iwf.org.uk, email  
members@iwf.org.uk or call +44 1223 203030

Developed by

Thank you for all
your support


